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Abst ract
XCAST6 (Explicit Multiunicast on IPv6) is a new protocol defined in
RFC 5058. In XCAST, the list of destinations is explicitly encoded

within the data packets instead of using a nulticast group address.
Research is currently ongoing on two versions of XCAST6 and this
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docunent describes the design and inplenentation of a routing engine
for the new version in which the use of hop-by-hop options header has
been elimnated. This draft explains why there is a need for an
XCAST6 routing engine, highlights the requirenents for its

i npl ementation, the design process and how to eventual |y inpl enent
the routing engine to allow for depl oynent of XCAST6 protocol

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL
NOT", "SHOULD', "SHOULD NOT*, "RECOMVENDED', "MAY", and "OPTIONAL" in
this docunent are to be interpreted as described in RFC 2119
[ RFC2119].
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1. Introduction

Explicit multiunicast (XCAST) protocol specified in RFC 5058[5] is a
new nul ti poi nt communi cati on schene which supports a | arge nunmber of
smal | sessions. This property results fromthe fact that in XCAST, a
list of destination addresses is explicitly encoded within the data
packets instead of using a multicast group address when sending
packets fromone source to nultiple receivers
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I mpl ement ati on of XCAST on |Pv6 is referred to as XCAST6. As
specified in RFC 5058, in addition to two | Pv6 headers and a routing
ext ensi on header, XCAST6 utilizes hop-by-hop options header to ensure
the XCAST6 packets are routed in the Internet. This inplenentation is
referred to as XCAST6 version 1.0[5]. The contents of this header
need to be processed by every node along the path of an | Pv6
datagrani 17]. For routers, it requires deeper packet inspection
through the slow forwarding path[1]. This and ot her shortcom ngs make
hop- by- hop options header unpopular with the comrercial hardware
router manufacturers since it substantially increases the router’s
CPU | oad[1]. This undue CPU overload can be exploited to | aunch a

di stributed denial of service attack[17].
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Figure 1. Hop-by-hop header is processed is processed in the CPU

Due to these limtations associated with the use of hop-by-hop
options headers, we have been researching on howto elininate these
headers in the inplenmentati on of XCAST6. This has resulted in us

com ng up with XCAST6 version 2.0 in which hop-by-hop options headers
are not used in the routing process.

XCAST6 version 2.0 elimnates the use of hop-by-hop options header
but still challenges exist in that nost of the presently avail able
comrercial routers are not aware of the XCAST6 packet structure and
its processing algorithm An alternative nethod on how to route these
packets is therefore of paranount inportance. This document therefore
describes this inplenmentation, we call, an XCAST6 routing Engi ne.

2. XCAST6 version 2.0 headers

Bef ore we descri be the XCAST Engi ne, we seek to briefly describe the
structure of an XCAST6 version 2.0 datagram A detailed expl anation

and illustration of these headers are in RFC5058[5] and its

associ ated upgrade Internet draft[7]. Wth hop-by-hop options header
el i mi nated, XCAST datagramin XCAST6 version 2.0 will at mininum
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conprise of: - Two | Pv6 headers, - One routing extension header, - A
transport header (usually UDP) and - The datagram payl oad. Basically
in the header format should be as shown bel ow

[IPv6 (sem -perneable) header| 1Pv6 (inner header)| Routing header
Transport header| Payl oad]

2.1. The outer |Pv6 header

The outer |Pv6 header is used for sem -perneable tunneling. In this

| Pv6 header, the values of the source and destination fields are
changed on each node in which the XCAST6 processing occurs. The
source address will usually be the unicast address of the source node
or address of the last branching router, while the destination
address will be assigned to that of the host whose | P address appears
first in the bitmap of destinations.

The traffic class field is assigned the value of "010111XX" which
conprises a set of bits allocated for experinentation[14] by the IRTF
SAM RG and those for explicit congestion notification (ECN) as
specified in RFC 3168[16]. The flow | abel field is conposed of a
20-bit, three parts allocated as follows: The first 8bits are
"01010111" while the 9th bit to 13th bit default to 00000. The 14th
to 20th bits are for the offset of the |CWP target that specified one
of the destinations in the address list for which ICVMP reflection
echo replies and errors are not ignored. The next header field points
at "1 Pv6 header" (41) which is the inner |1Pv6 header in an XCAST6

dat agram

2.2. The inner |Pv6 header

The inner | Pv6 header maintains the source address of the origina
sender while its destination address is marked as ALL_XCAST_NODES
This header is processed by the node or router whose address is
specified in the destination field of the first header. If the node
is XCAST aware, then it knows how to process the datagram using the
XCAST al gorithm However if the node is not XCAST-aware, it sinply
drops the datagram because the address, "ALL_XCAST_NODES" is within
the range of nulticast addresses and should be ignored w thout any
| CMP notification as described in RFC2463.

2. 3. Routing Extension header

The XCAST6 routing extension header is a variation of the |IPV6
routi ng header specified in RFC2460 and encl oses the complete |ist of
uni cast addresses of the destination nodes. The next header and the
header extension length fields specify type of the next header and
the length of the routing header respectively [13]. The type value in
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an XCAST6 routing header is 253 fromthe experinmental range as
defined in RFCA727[14]. The fourth octet of an XCAST6 routing header
must be set to zero. This ensures that non XCAST6-aware nodes or
routers only drop the packets but send no ICVP errors to the datagram
source hence elimnating possible msuse that night be exploited to

| aunch DDOS spoofing attacks.

Because the length of the routing extension header is limted, (8 by
255 octets) the maxi num nunber of destinations that an XCAST6
datagram can contain is thus 126. It nust be noted that this is a
limtation posed by the routing extension header but not at al
emanating fromthe XCAST al gorithm

2.4. Transport header

This specifies the transport |ayer protocol for use. Mst of the
XCAST6 testing have been done with UDP for both data and nul ti nmedi a
content.

2.5. Payl oad

This refers to the usual payl oad data. XCAST has been tested using
bot h data and multinedi a payl oad content over UDP

3. What is an XCAST Routing Engi ne

Wth the datagram structure described above, an XCAST6 dat agram
certainly needs a little care in handling to ensure that it shall be
routed successfully over the Internet fromthe sender to the set of
receivers in a nultipoint communication session. However the
challenge is that the commercially available routers still do not
have this functionality inbuilt. This poses challenges to real world
depl oynent of XCAST6 over the Internet.

To break this barrier, we choose to inplenent a schenme in which an
XCAST6- awar e node is connected to the network core-router such that
al | XCAST6 packets inbound to the network core router are forwarded
to this XCAST-aware node for processing. The core network router
exam nes the traffic class of the inbound packets and if they match
those of an XCAST6 packet, it forwards themto the XCAST6-aware node.
The XCAST6- awar e node applies the XCAST packet processing al gorithm
as specified in RFC5058 and sends the packets back to the core
network router which then forwards them as explained earlier. This
XCAST6- awar e node therefore acts an "XCAST6 software router" and
ensures proper routing of XCAST6 packets even if the core network
router is not XCAST6-capable. This "software router” is what we refer
to as an "XCAST6 Routing Engi ne".
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Fi gure 2
3.1. Wy we need an XCAST6 Routing Engine

The reasons for inplenenting an XCAST6 Routing Engine therefore are:
- Alot of investnents are already in place in ternms of existing
comercial routers that are not XCAST6-aware and cannot be
elimnated. - Hop by hop options header that we used in XCAST6
version 1.0 are susceptible to distributed denial of service attacks
hence it is unpopul ar anong conmmerci al router vendors and we had to
change that. - Currently, deploynment of XCAST6 is not easy.

4, Requirenments for inplenenting an XCAST Routing Engine

For the inplenentati on of an XCAST6 Routing Engi ne we have a basic
set of requirenents nanely: - An XCAST6 enabl ed conputer. Currently
XCAST6 i npl enent ati ons exi st for LINUX, FreeBSD and ot her BSD
operating systems. - The network core router should be able to
support policy routing especially filter based forwardi ng schene. -
The XCAST Routing Engine and the network core router should be able
to support SNMP and/ or NETCONF protocols[2]. - The XCAST Engi ne
shoul d be running on a hardware platformthat supports |EEE802.1Q
(VLAN taggi ng).

Once the above requirenents have been net, then the foll ow ng
consi derations must be investigated: - How to filter XCAST6 packets

Abade, Kawaguchi et al. Expires April 19, 2010 [ Page 6]



Internet Draft dr af t - abade- xcast 20- engi ne- spec- 00. t xt Cct ober 2009

at the core network router to ensure that only XCAST6 packets are
sent to the XCAST6 routing engine for processing in accordance with
the XCAST algorithm - How to synchronize the routing tables of the
XCAST6 routing Engine and that of the network core router so as to
ensure that when XCAST6 packets are processed, the nobst uptodate
network structure is used. - Howto forward the processed XCAST6
datagrans to their next hop routers or destinations in a manner that
woul d be the sanme as if the processing was done at the core network
router. - Performance considerations of the XCAST Engi ne nust al so
be investigated because the objective of the XCAST Engine is to
deternmine the feasibility of deploynent of XCAST6 protocol in
conmerci al routers.

4.1. Filtering of XCAST6 Packets

To identify XCAST6 packets, policy based bit matching should be done
on i nbound packets at each of the core router’s interfaces except the
one to which the XCAST Engine is connected. The matching is done
against the traffic class of |Pv6 packets and those with 010111XX
class are identified as XCAST6 packets. Policy routing and filter
based forwarding is therefore a required feature in the comerci al
routers to which the XCAST Engi ne are connect ed.

4.2. Synchronizing the routing tables

The routing table of the XCAST Engine must mrror as closely as

possi ble that of the network core router. This is to ensure that
XCAST6 packets processed appear as if they were actually processed at
the core router. To realize this, nechanismnust be in place that
ensure that changes in the routing table of the network router are

i medi ately effected in the XCAST6 routing Engine.

SNWP scripts can be defined that retrieve the IPv6 routing table MB
of the core router and passes it to a programthat updates the
routing table of the XCAST6 Routing Engine. It should be noted that
some SNVMP M Bs, including the routing table M B are processor

i ntensi ve hence an alternative inplenmentation of this synchronization
is currently under investigation. The alternative approach seeks to
investigating the use of NETCONF[2] in realizing the same objective
since it is hypothesized that when the routing table of the core
router is too large, using NETCONF i nstead of SNWP woul d hel p reduce
the router’s CPU | oad consi derably.

In the current inplenmentation, both SNMP and NETCONF have been tested
using a polling approach whereby the corresponding scripts regularly
poll the core router over a specified unit of time. O her approaches
are being considered preferably where the synchronization process
will be initiated by the core router only when its routing table has
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changed.
4.3. Forwarding of the processed XCAST6 dat agram

To realize effective forwardi ng of the XCAST6 packets, a set of
virtual interfaces are cloned between the XCAST Engi ne and the core
router. Typically, this should reflect the nunber of interfaces on
the core router. Each of the cloned interfaces is assigned a

di fferent subnetwork and when synchroni zing the routing tables as
described in 4.2 above, each of these interfaces will handle their
packets in a sinmlar manner to their corresponding interfaces on the
core network router.

oo +

|  NETWORK | VLAN tagged +----------cmmommmoonn +

| ROUTER + Interfaces | XCAST6 ENG NE |

| R e L +- -+ +

T i e S e I S [ --] A=+ttt
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Fi gure 3

This way, XCAST6 packets shall be forwarded to their next-hop routers
or destinations as if they were processed fromthe core network
router.

4.4. Perfornmance characteristics

The real objective of inplenmenting an XCAST6 Routing Engine is to
pave way for real world depl oynent of XCAST protocol in commercial
routers. To achieve this, we should be able to understand the
performance characteristics of XCAST protocol so as to seek for the
feasibility of its deploynent in comrercial routers. The XCAST6
Rout i ng Engi ne perfornmance measurenent seeks to benchmark the XCAST
protocol with respect to the follow ng performance netrics:

- Throughput -Latency and | atency distribution -Packet |oss rate -CPU
utilization -Menory utilization -Context switch and system cal

over heads - Average system | oad

5. XCAST Engi ne APIs
I mpl enenting the XCAST6 Routing Engi ne should be fast and as sinple

as possible. To realize this, there is a need of creating a set of
Application Programing Interfaces (APIs) that can be easily invoked.
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8.
[1]

[2]

[3]

[ 4]

[5]

Wiile the current work is yet to finalize this, it is an area we are
currently working on. Once conpleted, we shall seek to explore the
full potential of an XCAST6 routing Engine.

| ANA Consi derati on

XCAST6 version 2.0 uses the followi ng | ANA resources from
experinmental range. |ANA should consider assigning the follow ng
resources to avoid the conflict with any other experinents simlar to
XCAST6 version 2.0, should such an experi nment appear

(1) DSCP (2) Multicast Address for ALL_XCAST NODES (3) Routing Type
of I Pv6 Routing Header (4) Option Type of |Pv6 Destination Option
Header

Security Consideration

To counter measure the problemof unlinited repeat delivery (RHO
probl em, XCAST6 version 2.0 specification defines the usage and
handl i ng of "hoplinmt". Wen an XCAST6 packet reaches a node (or a
router), whether the node is XCAST6 aware or not, it reduced the
hoplimt value of the outer |IPv6 header by 1. Additionally, the un-
delivered mark "1’ of the bitmap field al ways decreases when a packet
is copied. It therefore neans that, the edge of delivery tree of a
singl e XCAST packet is 255(hoplimt) * 126(nunber of bitnmap). The
maxi mum stretch of the delivery tree is |less than 256
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