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Abstract—In response to the exponential growth of e-
commerce, our paper addresses the transformation of warehouse
operations towards mega warehouses, necessitating advanced
digitalization. We focus on the integration and optimization of
edge Al technologies to enhance operational efficiency, accuracy,
and timeliness in logistic warehouses. We propose a novel edge
Al architecture tailored to the processes of warehouse operations
ensuring that digitalization aligns with operational workflows.
Utilizing a real-world warehouse equipped with over 60 cameras
as a testbed, we demonstrate the practical application and
benefits of edge computing in logistics. Our experiments have
shown significant potential improvements in energy efficiency and
timeliness, crucial metrics for the successful integration of edge
Al technologies in warehouses.

Index Terms—edge Al camera, smart warehouse, warehouse
automation, digitalization with cameras

I. INTRODUCTION

In an era marked by the relentless growth of e-commerce,
the logistics and supply chain landscape is undergoing a pro-
found transformation. This shift is most visibly manifested in
the evolution of warehouse operations, which are transitioning
from large-scale warehouses to what are now being termed as
mega warehouses. This significant expansion is not merely a
change in scale; it necessitates a comprehensive reevaluation
and digitalization of their technological infrastructures. Our
research seeks to illuminate the critical role of edge Al
technologies in facilitating this transition, emphasizing their
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Fig. 1. Schematic of the camera array installation locations and the actual
installed camera

potential to automate warehouse operations through enhanced
efficiency, accuracy, and timeliness.

Digitalization in this context encompasses a wide array of
technologies, from sophisticated robotic systems to advanced
data processing capabilities, all aimed at optimizing warechouse
operations from receipt to dispatch. In our prior works, we
have contributed to the field of warehouse digitalization such
as the implementation of Autonomous Mobile Robot (AMR)
robotization [1], [2] and the development of a semi-automated
image annotation method [3] with digital twin technologies.
Building on this foundation, our paper aims to delve into the
integration of edge Al technologies within logistic warehouses.
By assessing the performance and energy consumption of
various deep-learning methods, we seek to provide an under-
standing of how these technologies can be optimized to meet
the challenges of warehouse expansion.

We introduce an edge Al architecture tailored for ware-
house operations, addressing inbound activities focusing on
energy-efficient design for image recognition. Our testbed
warehouse, equipped with over 60 cameras as shown in Fig.1,
demonstrates this architecture’s practicality and the benefits
of edge computing in logistics. Experiments show notable
improvements in energy efficiency and timeliness, highlighting
the advantages of edge Al in warehouses.

The main contributions of this paper are as follows:

1) We introduce an energy-efficient edge Al architecture
designed with the complexities and demands of actual
warehouse environments in mind.

2) We implement edge Al technology in a real-world setup
to refine the architecture in real operational conditions
with theoretical analysis.

3) We demonstrate that we can achieve energy savings up
to about 99% in our experiment comparing PC-GPU
setups to edge Al processor setups.

The remainder of this paper is organized as follows. First,
Section II studies previous work related to our study. Next,
Section Il explains our edge Al architecture perspective. Sec-
tion IV presents our preliminary study for warehouse digital-
ization. Section V describes a warehouse’s evolution to explore



the implications of technological requirements. Section VI
shows the results and evaluations for our experiments. Finally,
Section VII concludes our work and presents future research
direction.

II. RELATED WORK

The adoption of edge Al technologies, particularly in con-
figurations involving a substantial number of cameras, remains
relatively nascent [4], [5]. One of the primary hurdles to
widespread adoption is the inherent complexity of logistic
environments [6]. These settings are characterized by a high
degree of variability, thus complicating the deployment of
standardized solutions.

Despite these challenges, edge Al emerges as a promising
paradigm, capable of significantly reducing the strain on
central computational resources [7], [8]. By enabling neural
network inferences to be processed directly at the source
of data collection, edge AI architectures offer a pathway
to mitigate bandwidth and latency issues associated with
cloud-based processing [9]. This is particularly relevant in
scenarios demanding real-time analytics, such as monitor-
ing and management within large warehouse environments
[10], [11]. Prior research has extensively covered worker
allocation [12], storage optimization [13], and the integration
of robotics within operational workflows [14], [15]. Real-
time analytics provided by edge Al can dynamically adjust
worker assignments, optimize storage locations in response
to changing inventory levels, and coordinate robotic systems
efficiently. Moreover, addressing operational bottlenecks and
standardizing processes emerge as critical considerations [16].
By identifying and managing choke points in real-time, ware-
houses can significantly enhance operational flow, reducing
idle times and improving overall productivity [17].

Traditionally, Warehouse Management Systems (WMS) and
Enterprise Resource Planning (ERP) software have been the
primary sources of operational data [18], [19]. These systems
are invaluable for overarching management and planning but
often fall short in capturing the granular details of day-to-day
operations [20]. The data collected tend to be sparse, failing
to accurately represent the dynamic nature of warehouse
activities. This discrepancy highlights a gap in operational
intelligence—a gap that edge Al camera is uniquely positioned
to fill.

Nonetheless, the task of implementing image processing at
the edge, especially in the context of large-scale operations
like those found in warehouse settings, is fraught with diffi-
culties [3]. The sheer volume of data generated by numerous
cameras, combined with the need for immediate processing
and interpretation, presents a challenge due to the high com-
putational power needed to analyze images from numerous
cameras [21]. As warehouses expand in size and complexity,
the importance of maintaining energy efficiency becomes as
crucial as the effectiveness of Al. Balancing the demands for
computational intensity with the need for energy conservation
is key, necessitating innovative edge Al solutions that are both
powerful and sustainable for large-scale applications.
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Fig. 2. Our Envisioned Edge Al System Architecture
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Fig. 3. Luxonis-OAK-D-Pro-W-PoE Camera

III. DIGITALIZING WAREHOUSE:
EDGE AI ARCHITECTURE PERSPECTIVE

This section presents our edge Al system architecture de-
signed for warehouse dynamics, discusses camera installation
for our testbed warehouse, and describes typical tasks in multi-
product warehouses.

A. System Architecture

Fig.2 outlines a cloud-edge architecture for warehouse
operations across three layers: Physical, Edge, and Cloud.
The Physical Layer features devices like cameras and robots
that directly monitor and manage warehouse tasks. The Edge
Layer emphasizes localized data processing, with a spotlight
on leveraging deep learning techniques for image recognition
tasks, for immediate operational improvements and reduced
delays. The Cloud Layer serves as the hub for data storage
and simulations, enhancing optimization with its computa-
tional strength. Together, these layers create a unified system
that combines edge-based real-time actions with cloud-level
strategic planning, ensuring efficient and adaptive warehouse
operations.

B. Camera Installation in Our Target Environment

Our testbed warehouse in Aichi Prefecture, Japan, exem-
plifies the integration of technology in logistics. It uses 66
IP cameras (H.View HV-800G2AS5) to monitor the first floor
of this 5-storey facility, capturing 1.2TB of video data daily.
Six cameras provide broad coverage and five focus on truck
berth activities. However, a significant majority, 55 out of
the 66 cameras, are deliberately pointed perpendicular to the
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Fig. 4. Temporal evolution of floor vacancy rate in a truck berth during
operation hours

warehouse floor as shown in Fig.1. This unique setup provides
a direct downward view, allowing for precise monitoring
and analysis of floor activities, offering the ability to track
movements and optimize operations with detail.

To increase oversight on floors 2-5, we added 4 edge
Al cameras (Luxonis-OAK-D-Pro-W-PoE) shown in Fig.3,
enhancing visibility of inbound activities. This expansion,
based on discussions with warehouse staff, addresses the
greater variability in inbound versus outbound operations due
to unpredictable goods arrival times.

C. Operational Workflow: Inbound Activities

Warehouse operations split into inbound and outbound
activities, with our study focusing on the former. Shipments
are first inspected for quality upon arrival, then sorted by size,
shape, and weight for storage. Goods wait in put-away areas
before storage, where manual handling is common, despite the
presence of automated systems, to ensure organized space use.

Our multi-storey testbed warehouse employs a specialized
system where each floor handles specific product types, re-
quiring goods to be sorted and transported to the correct
level via an elevator or a vertical transport system for pallets.
Standardized pallets are used for moving goods, streamlining
handling and storage for improved operational efficiency.

Despite the variance across different types of warehouses,
a streamlined sequence of inbound activities — encompassing
receiving, inspection, sorting, put-away, and storage — is
universally observed [12]. This systematic approach can also
be applied to our testbed warehouse’s operations, embodying
the structured management of inbound goods from arrival to
storage.

IV. PRELIMINARY STUDY FOR LOGISTICS WAREHOUSE
DIGITALIZATION

Traditionally, workers scan product barcodes with handheld
devices during inspection and storage, ensuring data integra-
tion into the Warehouse Management System (WMS). How-
ever, WMS data is often sparse, offering snapshots instead of
the continuous information flow needed for full optimization.
This underscores the need for comprehensive digitalization
strategies for detailed, real-time data capture and analysis.

We explore the initial steps taken towards digitalizing the
workflow of our testbed warehouse.

Fig. 5. Visualization of moving objects’ paths from stitched images on the
1st floor of the warehouse
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Fig. 6. Pallet detection and tracking with AI camera (left: elevator right:
vertical transport system)

At Receiving (Truck Berth)
Utilizing Mask R-CNN [22], trained with the dataset
of 1791 annotated images, we employ segmentation
methods to assess how effectively truck berth floor
space is used. As in our prior work [23], Fig.4 shows
the temporal evolution of the floor space vacancy rate
that reveals the condition and efficiency of the truck
berth. This analysis paves the way for optimizing the
scheduling and unloading processes.

From Inspection to Put-Away (1st Floor)
We stitch video from multiple 1st-floor cameras to
track goods and workers, analyzing movement by
comparing consecutive frames, as shown in Fig.5.
This early-stage process enhances space optimization
and task monitoring, offering insights into workflow
efficiency.

At Put-Away (Upper Floor)
For goods designated for storage on upper floors,
palletized items are transported via the elevator or
the specialized vertical transport system as shown
in Fig.6. At this juncture, we employ YOLOVS5 [24]
for pallet detection, coupled with Kalman filter and
the Hungarian algorithm for tracking, allowing us
to accurately count the number of pallets that make
their way to the put-away area.

Al cameras track pallets on upper floors, capturing move-
ments near elevators and vertical transport systems. Elsewhere,
IP cameras record and stream real-time footage via RTSP
for analysis and monitoring, leveraging GPU power. Our
experimental setup is divided into two groups: the IP camera-
GPU Setup, using standard IP cameras and centralized GPUs
for high-volume data, and the AI camera Setup, with Al
cameras handling built-in processing.



TABLE I
WAREHOUSE COMPARISON

WtaTget Wplanned
Size Category Large Mega
Quantity in Stock (items) | Approx. 365,000  Approx. 1,000,000
Total Floor Space (m2) 23,964 89,864

Number of Floors 5 4
Estimated 1F Space (m?) 4,792 22,466

V. WAREHOUSE EVOLUTION: LARGE TO MEGA

The shift to larger, or mega, warehouses is fueled by e-
commerce growth, automation, and demand for quick delivery.
Our study focuses on a real case where our partner company
plans to build a mega warehouse, offering a chance to examine
the technological needs this expansion entails.

A. Mega Warehouse Planning for Digitalization

Our analysis highlights the growing significance of edge
devices in large warehouses, where edge computing is key
to reducing latency and improving energy efficiency, vital for
real-time processing and sustainable operations.

As shown in Table.I, we compare our current target
warehouse (Wigrget) with the proposed mega warehouse
(Whiannea) categorized by floor space [25]. We examine key
parameters such as total floor space, stock capacity, and
estimated first-floor (1F) space relative to the overall floor
space and number of floors.

To digitalize the mega warehouse, its first-floor area will
be 4.7 times larger than our current warehouse. We’ll increase
our camera count from 66 to 310, aiming for 5 fps per camera.
This change raises our processing needs from 330 fps to 1560
fps, highlighting the need to boost our computational power
to handle the increased data flow efficiently.

B. Latency and Energy Consumption

We compare the IP camera-GPU architecture and Al camera
architecture within our target warehouse and the planned mega
warehouse. This analysis is grounded in the following key
assumptions:

o The power consumption for each GPU is established at

450W, specifically using NVIDIA RTX 3090 units.

e Our model is designed to process 30 frames per second
(fps) per GPU [26].

o Each GPU is capable of processing the video streams
(5fps per stream) from 6 cameras concurrently.

o IP cameras (H.View HV-800G2AS5) in our system con-
sume 7.5W each, whereas Al cameras (Luxonis-OAK-
D-Pro-W-PoE) operate at a slightly lower consumption
rate of 7.0W.

Our target warehouse requires 11 GPUs, while the expansive
mega warehouse would ideally need 52 GPUs to ensure real-
time processing. This setup corresponds to 66 cameras in the
target environment and 310 cameras for the first floor of the
mega warehouse.
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Fig. 7. Energy Consumption of Our Target Warehouse and Planned Mega
Warehouse

1) Power Consumption: Fig.7 presents a stark contrast
between the two architectural setups. Utilizing the IP camera-
GPU architecture, the energy demands amount to 5445W for
the target warehouse and escalate to 25575W for the mega
warehouse. Conversely, adopting an Al camera architecture
significantly reduces these figures to 462W and 2170W, re-
spectively, highlighting the superior energy efficiency of Al
cameras.

2) Latency and Energy Considerations for IP camera-GPU
Architecture: Our analysis also introduces a metric, the "GPU
Utilization Ratio (R,;;)”, which quantifies the actual number
of GPUs utilized versus the ideal number required given by

Rutil = Nactual /Nneeded

where Ngyctuar and Npeedeq are process frames that the
system can actually process and need to process by GPUs,
respectively. This measure captures the trade-off between
achieving timeliness in processing and optimizing resource
allocation. The latency per frame can be calculated as follows:

N—— — x——— Hence, we can multiply the per-frame

latency by tlfépptrl(;flal number of frames processed to calculate
the estimated latency.

We show the figures outlining the estimated latency and
energy consumption for Wigrger and Wpyignneq in Fig.8 and
9, respectively. The figures show how GPU use affects com-
putational efficiency, revealing the balance between reducing
latency and higher energy use. As our metric increases, latency
significantly drops but plateaus near a value of one, showing
diminishing returns. Meanwhile, adding more GPUs steadily
raises energy consumption, underlining a clear link between
GPU use and energy needs.

The number of GPUs used depends on processing needs
and balancing speed with resource efficiency. Despite limits,
edge Al cameras processing on-device excel in speed and
energy use, highlighting edge AI’s value in reducing latency
and energy consumption.

VI. EXPERIMENT

In this section, we describe our experiments for assessing
the performance and energy efficiency of image recognition
tasks by five YOLOVS network variants using a high-spec PC,
an Al camera, and a Hailo-8 processor [27] that can execute
deep learning applications at the edge with high efficiency and
speed.
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Fig. 9. Latency and Energy Consumption Based on R, ;; of Planned Mega
Warehouse

A. Experimental Setup

We evaluate the performance of five distinct YOLOvVS [24]
networks with the input resolution (HXxWxC) of 640x640x3:
YOLOvV8n, YOLOvV8s, YOLOv8m, YOLOVSI, and YOLOVS8x,
focusing on their processing speed and power consumption.
Table.Il details the number of network layers and network
parameters, providing a clear overview of each model’s com-
plexity and computational demands.

Our experimental apparatus comprises a PC outfitted with
a Ryzen 9 5950X CPU and an NVIDIA RTX 3090 GPU, an
Al camera (Luxonis-OAK-D-Pro-W-PoE) featuring a Myriad
X Vision Processing Unit (VPU), and a Hailo-8 processor
with Rock5B (Octa Core ARM Processor RK3588) shown in
Fig.10. The Hailo-8 is an advanced and specialized artificial
intelligence (AI) processor designed to deliver high perfor-
mance in edge devices.

For controlled testing, our PC setup uses a prerecorded Full
HD video at 5 fps, eliminating latency from network delays
or streaming issues and focusing on hardware and software
processing. The Hailo-8 processor tests also use this video.
The AI camera setup is evaluated using a live feed, with the
frame rate adjusted according to its processing capacity.

The REVEX ET30D meter tracks real-time power consump-
tion in PC and AI camera setups by connecting to an outlet.
Power use for inference tasks is calculated by subtracting the
average idle energy, measured three times over 15 seconds,

TABLE 11
YOLOV8 VARIANTS COMPARISON

Model Layers  Prams (Million)

YOLOvV8n 225 32

YOLOVS8s 225 11.2

YOLOvV8m 295 25.9

YOLOVSI 365 43.7

YOLOV8x 365 68.2

TABLE III
PERFORMANCE METRICS FOR YOLOV8 MODELS ACROSS DIFFERENT
SETUPS
PC Luxionis OAK Hailo-8

Model fps Power (W) fps Power (W) fps Power (W)
YOLOvV8n 56.8 128.3 8.0 7.0 191.0 24
YOLOVSs 57.7 146.2 3.5 7.0 106.2 2.9
YOLOv8m  45.7 210.8 1.6 7.0 55.0 3.1
YOLOVS81 40.3 242.3 0.9 7.0 29.5 33
YOLOV8x 344 276.8 0.5 7.0 12.6 2.9

from total use. For the Hailo-8, power data comes directly
from the processor’s APIL.

B. Results and Discussions

We present a detailed analysis of the processing speed
and power consumption for each YOLO model across three
different setups: PC, Al camera, and Hailo processor. This
comprehensive evaluation is encapsulated in Table.IIl.

1) PC Setup: The PC setup showcases superior comput-
ing performance across the board, except for YOLOv8n,
YOLOvVS8s, and YOLOv8m models, where the Hailo setup
excels. However, this high performance comes at a cost,
with significantly higher energy consumption compared to
the Al camera and Hailo setups. Notably, as the complexity
of the network model increases, there is a marked increase
in energy consumption, highlighting the trade-off between
computational power and energy efficiency.

2) Al Camera Setup: In contrast, the Al camera setup
demonstrates relatively lower computing performance, which
diminishes further as the complexity of the network model
escalates. Despite this limitation in processing capacity, the Al
camera maintains a consistent energy consumption rate across
all YOLO models. This steadiness in power usage, regardless
of model complexity, underscores the Al camera’s advantage
in energy efficiency.

3) Hailo Setup: The Hailo processor stands out for its
robust performance, maintaining relatively high processing
speeds even as the complexity of the network models in-
creases. Similar to the Al camera setup, the Hailo processor
exhibits relatively stable energy consumption across different
YOLO models.

Using the most simplest model in our experiments, we
achieved a reduction in energy usage of 99.45% per processing
frame when compared to the PC-GPU setup and the Hailo-



Fig. 10. Hailo-8 processor with Rock5B (Octa Core ARM Processor RK3588)

8 processor configuration. This demonstrates the potential for
substantial energy savings in warehouse digitalization. Moving
forward, additional testing, especially with the Hailo processor,
will be crucial to understanding the full potential of these
configurations in practical applications.

VII. CONCLUSION

In this paper, we explore the use of edge Al technologies
within warehouse operations revealing a promising pathway
toward addressing the challenges posed by the transition to
mega warehouses. By proposing a novel edge Al architecture
for the dynamic environment of warehouses, we have demon-
strated significant potential for improving computational effi-
ciency and timeliness. These findings underscore the critical
role of edge Al in the digital transformation of warehouses,
offering scalable solutions that meet the growing demands
of the logistics industry. As we move forward, our research
lays the groundwork for further advancements in warehouse
digitalization, promising a more efficient, responsive, and
sustainable future for the sector.
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