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Abstract. This study explores the feasibility of dialogue systems with
individuality capable of providing continuous and lasting assistance via a
multiple device dialogue system. A framework has been devised to man-
age dialogue history, allowing for the use of a singular identity across
various interfaces, including chatbots and virtual avatars. This frame-
work can summarize and save the dialogue history, which can be uti-
lized to generate responses. The impact of dialogue history sharing on
users’ interactions with a particular character across various devices was
assessed for naturalness, continuity, and reliability. The results indicate
that dialogue history sharing can foster more natural and continuous con-
versations, thereby enhancing the potential for long-term support. This
research advances the proposition that a digital agent endowed with a
consistent identity across multiple devices can provide personalized and
sustained support to users.

Keywords: Dialogue Systems · Dialogue Generation · Dialogue Sum-
marization.

1 Introduction

In modern society, the ownership of multiple information terminals by individ-
uals has become a noticeable trend. This can be observed through the common
ownership of a variety of devices including smartphones, PCs, wearables, smart
speakers, head-mounted displays (HMDs), and robots by users. Natural and
human-like dialogue systems have extensive applications in mental health care
and education, as they can act as conversational partners instead of humans.
However, current dialogue systems on each device operate with distinct identi-
ties presenting a challenge for achieving sustained, long-term interaction with
a dialogue system, given time and location constraints. Conversely, human-to-
human conversations foster enduring relationships through face-to-face commu-
nication, online chats, or video calls, facilitating interaction as the same individ-
ual and building social connections through continuous engagement. To address
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Fig. 1. The concept of dialogue framework across multiple devices.

this challenge, this study proposes a dialogue framework that enables sharing a
singular identity across multiple devices, such as smartphones, smart speakers,
and robots, by summarizing and sharing dialogue history and generating re-
sponses incorporating this information. Figure 1 illustrates our concept. Sharing
dialogue history among devices can promote sustained relationships and provide
ongoing support. The study employs user experiments to evaluate the effect of
sharing dialogue history across multiple devices and investigates the following
research questions:

1. Can users perceive a consistent identity when interacting with the system
across different devices?

2. Can sharing dialogue history enable more natural dialogues?
3. What information is critical for maintaining social relationships?

2 Related Research

2.1 Agent Migration

Previous research has investigated interactive systems with identities across mul-
tiple devices. Early studies proposed agent migration methods [7] that allow an
agent to transition between a mobile PC and a self-contained mobile robot. Sub-
sequent investigations have explored agents with personalities across different
forms and interactions with virtual characters in human-computer interaction
and human-robot interaction [8, 1, 6]. Ogawa et al. [11] proposed the ITACO
system, a migratable agent that can move between robots, table lamps, and
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other entities and build emotional relationships between interactive systems and
humans. Gomes et al. [4] developed a migration system to move an artificial pet
between a virtual presence in a smartphone and a physical robot, demonstrating
that people feel closer to an artificial pet. Recent research [16] has also inves-
tigated users’ emotional responses toward conversational AI agent migration.
However, there remains a need for an established method of agent migration that
can move and share dialogue between different devices and modalities using an
open domain dialogue history. Previous studies, such as [15, 5], have highlighted
the importance of dialogue history content in users’ impressions of long-term
interactions based on interaction history with companions, environment, and
users. Therefore, this study addresses this issue by proposing sharing dialogue
history in a conversational system with identities across multiple devices.

2.2 Dialogue Generation for Long-Term Interaction

Using neural network-based language modeling, such as response generation with
sequence-to-sequence architecture [14] and Transformer model [17], has become
prevalent in the field of natural language processing for dialogue system response
generation. Although current open-domain dialogue systems cannot fully repli-
cate smooth and accurate conversations like humans, advances in machine and
deep learning techniques have enabled human-like conversations under limited
conditions. However, maintaining consistency in personality is challenging for
these generative methods. Therefore, research has focused on persona dialogue
tasks, which aim to generate consistent responses in line with the persona by
incorporating profile information into neural dialogue generation [19, 20]. Ex-
isting approaches to persona dialogue systems attempt to incorporate several
phrases as an explicit system profile. Consistent response methods have been
proposed using speaker identification models [12] and long-term persona mem-
ory extraction and continuous updating methods [18]. In addition to having a
persona for long-term interaction, considering past conversation history to main-
tain consistency in dialogue is also essential for enhancing identity. To construct
a personalized chatbot, research has proposed methods to automatically learn
implicit user profiles from large-scale user dialogue history [13], extract user pro-
files from dialogue history [21], and summarize dialogue history [2]. Therefore, we
propose summarization in this study to share dialogue history between multiple
devices. Given the vast amount of dialogue history, it is challenging to consider
all of it. Architectures with fixed input lengths limit the length of inputs during
response generation, making it impossible to address this issue. In this study,
dialogue history is summarized by topic and managed to enable consideration of
the summarized dialogue history in new dialogue sessions.

3 Methodology

This study evaluates the hypothesis that is sharing dialogue history among mul-
tiple devices will result in more natural dialogue and a sense of identification
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with the system. In this section, we construct a dialogue management frame-
work for this evaluation and describe the design and implementation of a user
study.

3.1 System Overview

Purpose Traditional dialogue systems face the challenge of limited location and
timing for each dialogue interface, which prevents the system from achieving
continuous and long-term interaction. In addition, since each interface has a
separate identity, dialogue history is not shared. We develop a prototype dialogue
management framework to share dialogue history across multiple interfaces to
address this problem.

Design As a potential use case for the dialogue system in this study, sharing
dialogue history among multiple devices allows continuous dialogue, even over
time. Therefore, this study adopts two dialogue interfaces, a virtual avatar, and
a text chatbot, and conducts an experiment where they communicate as a single
identity. The dialogues targeted in this study are open-domain dialogues, and
the dialogue sessions in daily life are set when the user wakes up in the morning
and goes to bed at night. Users will be asked to converse three pre-set topics:
plan to do today, plan to go today, and plan to eat today, and to interact around
these in the morning session and around their thoughts on the topic in the night
session. Discussing their daily plan and related feelings on multiple devices makes
it possible to maintain continuity and achieve a natural dialogue with a virtual
avatar or a text chatbot.

3.2 Implementation

We propose a dialogue framework that enables the sharing dialogue history
across multiple devices. The framework is designed to provide the necessary
functionalities for the experiment and enable participants to have a seamless
conversation experience. It can be applied to various devices, such as virtual
agents and chatbots, and can summarize the dialogue history and generate re-
sponses based on it. The dialogue management framework consists of two parts:
the dialogue summarization part and the response generation part. The dialogue
summarization part summarizes the dialogue history for each session and saves
it by linking it to a topic. For example, if a dialogue session about what to
eat today were composed of ten dialogue turns, the dialogue would be summa-
rized in one sentence and used as input for the response generation part. The
response generation part generates appropriate responses to the user’s input by
considering the context and the user’s dialogue history, using a generation-based
approach with deep learning. Figure 2 shows the system configuration diagram.
These two parts are combined using existing methods, but the framework can
be flexible by replacing parts with the latest technology. Overall, the dialogue
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Fig. 2. Dialogue management framework in this study.

management framework proposed in this study can improve the quality of long-
term dialogue between users and dialogue systems and improve the consistency
and coherence of the dialogue.

Dialogue Summarization Part This part summarizes the content of a di-
alogue session consisting of multiple dialogue turns. In the prototype system
for the experiment, we fine-tuned the BertSum model[10] with the wikiHow
dataset[9] to enable Japanese text summarization. We chose the wikiHow dataset
because it is more similar to everyday text than the news and headline pairs
commonly used in summarization datasets.

BertSum model is an extractive summarization, which involves selecting the
most important sentences from a document to create a summary. Our approach
involves using this model to extract the most important sentences from a di-
alogue session and use them as a summary. The summary generated by the
model is used as a reference for the response generation part, which generates
appropriate responses based on the context of the dialogue and the user’s input.
Overall, the dialogue summarization part of our proposed framework effectively
captures the essence of a dialogue session and provides a valuable reference for
generating appropriate responses. Using a summarization model fine-tuned on a
relevant dataset enables our framework to perform well on Japanese text, which
is particularly important for dialogue systems.

Dialogue Generation Part The response generation part aims to generate a
response sentence considering the dialogue history. By utilizing the summarized
sentences from the dialogue history of previous dialogue sessions based on the
topic of the dialogue, we can easily recall the memory of previous sessions and
generate consistent response sentences. In this prototype, we divide each dialogue
session into three parts. The dialogue topic is predefined and randomly selected.
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1. Greeting: At the beginning of the session, we confirm the greeting and check
if the system is ready to engage in dialogue.

2. Question: Next, we ask predefined questions related to the randomly selected
topic. If we have a dialogue history related to this topic, we generate follow-
up questions to explore the topic in more depth.

3. Chatting: After that, the chats are conducted using a generative-based method
with deep learning to generate appropriate responses to the user’s flexible
utterances continuously. The dialogue continues until it is terminated at any
given time, making it a single session.

We use a rule-based method for Greetings and Questions and a generative-based
method with deep learning to generate appropriate responses for Chatting. We
use Japanese GPT-2, rinna 1 as the backbone for response generation. We fine-
tuned the model using an open Japanese dialogue corpus[3] and 10,000 dialogue
corpus extracted from Twitter. rinna is a state-of-the-art language model that
can generate high-quality Japanese text. We fine-tuned the model with a con-
versational corpus to adapt it to the nuances of Japanese conversation. The
model’s ability to generate responses based on the context of the dialogue and
the user’s input enables our framework to generate more natural and human-like
dialogue. For the chatting dialogue session, we explicitly consider the dialogue
history by inserting the past dialogue context as the head of the input text with
the [SEP] token. By combining the dialogue summarization and response gen-
eration parts, our proposed framework enables a more natural and continuous
dialogue with users, allowing for a more consistent and coherent conversation.
Using state-of-the-art language models fine-tuned on relevant datasets ensures
that our framework can perform well on Japanese text and be applicable in
various dialogue interfaces.

Interface We adopt two types of dialogue interfaces: a text chatbot that oper-
ates on a laptop and a virtual avatar displayed on a screen. Text-based dialogue
runs on a terminal, while the virtual avatar uses a template provided by VRoid
Hub2, an avatar creation service. We use Open J Talk3 for Text-to-Speech, and
for Speech-to-Text we use Open AI Whisper4. We also implement lip-syncing
for the avatar’s movements during speech.

4 Evaluation

4.1 User Study

We conducted a user study to evaluate the effectiveness of sharing dialogue
history across multiple devices. We recruited 12 participants, eight males and

1 https://huggingface.co/rinna/japanese-gpt2-xsmall
2 https://hub.vroid.com
3 https://open-jtalk.sp.nitech.ac.jp
4 https://github.com/openai/whisper
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four females aged between 20 and 50. These participants engaged in dialogue
with systems under various real-world scenarios in a simulated environment and
were exposed to three experimental conditions as follows:

A No consideration of conversation history
B Consideration of only the user’s persona
C Consideration of the user’s conversation history

Condition A operates as a conventional dialogue system that functions as a sep-
arate dialogue. Condition B presents a system that pretends to have an identity
by considering the user’s persona, which is limited to the user’s name in this
study. The user’s name is remembered by calling out their name during greet-
ings to create the illusion of memory. Condition C is the proposed method that
considers the conversation history. Participants participated in the conversation
using text chat and an avatar interface for the user survey. As described in the
Methods section, dialogues were conducted twice daily, in the morning and at
night, using a role-playing technique in which participants imagined a holiday
morning and night (Figure 3). The procedure was as follows:

– In the morning session, participants conversed using one of the interfaces.
The topic was randomly selected and the conversation ended when the num-
ber of exchanges exceeded seven.

– In the night session, participants used the other interface to converse. The
conversation ended when the user’s responses exceeded seven exchanges.

– A seven-metric questionnaire was administered to assess factors such as nat-
uralness and fluency using a 7-point Likert scale (1 = totally disagree, 7 =
totally agree) at the end of the morning and night sessions.

Participants were instructed to talk about three topics: plan to do today, plan
to go today, and plan to eat today. For example, in the morning session, a
participant converses with a virtual avatar about plan to go today. In the night
session, the participant conversed with a chatbot to converse their feelings of
the places they visited that day. Each participant followed this procedure for all
three conditions, conducting six interactions. The order of topics, conditions, and
interfaces was randomly selected to eliminate biases. Finally, each participant
was interviewed to evaluate their experience with the system qualitatively. The
evaluation metrics and questions for the participants are summarized in Table
1.

4.2 Results

Figure 4 shows the average and standard deviation of the 7-point Likert scale
for each evaluation metric under the three experimental conditions, and Figure
5 shows an example of dialogue by an actual participant. As the figure indicates,
it is clear that the proposed method, Condition C, exhibits the highest value
compared to the other conditions. Although these results did not demonstrate
significant differences, they suggest that the proposed system provides a better
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Fig. 3. Morning and night sessions in the user study.

Table 1. Evaluation metrics and questions for a Likert scale.

Metrics Question

Q1 Naturalness Were the system’s spoken words phrased naturally?
Q2 Satisfaction Were the system’s conversation satisfactory?
Q3 Comprehension Did the system accurately understand what you were saying?
Q4 Continuity Did the system’s conversation feel continuous and fluid?
Q5 Relevance Did you find the conversation with the system trustworthy?
Q6 Continuity Did the system recall the previous topics of conversation?
Q7 Identity Did the system have a distinctive personality or character?

dialogue experience regarding satisfaction and continuity, highlighting the sys-
tem’s superiority. In addition, the 12 participants were divided into two groups
where six participants used the virtual agent interface in the morning session,
while the remaining six used the chatbot interface. Table 2 shows the results
for each interface order. The results also demonstrate that Condition C has the
highest mean value. This suggests that the evaluation results remain the same
depending on the interface usage order. The qualitative interview with the par-
ticipants provides additional insights into these results. Overall, sharing dialogue
history among multiple devices was well received by the participants. However,
the participants who assumed that dialogue history sharing was a natural fea-
ture were less likely to have a positive experience. For example, during the night
session, the effectiveness of the proposed summarization method was diminished
when a participant provided a detailed account of the morning session and their
impressions, making it difficult to discern differences between the experimental
conditions. Moreover, retaining the dialogue history and user preferences may
lead to more consistent conversations. For example, Participant 7 noted that
machines are capable of remembering their personality, interests, and prefer-
ences, eliminating the need to explain them repeatedly. Conversely, Participant
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Fig. 4. Results of Likert scale in user study.

5 expressed discomfort at the idea of the system retaining all dialogue history,
particularly sensitive information. Meanwhile, Participant 6 proposed that the
system should retain significant events and conversations over a week instead of a
year. This point of view underscores the need to explore whether the significance
of long-term memory varies according to the time frame.

Table 2. Average of Likert scale scores in the user study by order of use of the interface.

Condition Q1 Q2 Q3 Q4 Q5 Q6 Q7

Morning: Chatbot
Night: Virtual Agent

A 4.66 4.66 4.50 4.16 3.83 4.50 4.50
B 4.66 4.33 3.83 4.00 3.66 4.50 2.66
C 5.33 5.16 5.16 4.83 4.33 4.83 4.66

Morning: Virtual Agent
Night: Chatbot

A 4.33 4.33 5.16 4.50 4.16 5.16 4.83
B 4.66 3.83 4.33 3.83 3.50 5.00 4.83
C 5.00 4.33 5.16 4.50 4.50 5.33 6.00

4.3 Limitation

Sample size The number of participants in the experiment may have been
insufficient to achieve statistical significance. These findings suggest that a larger
sample size may be required to increase statistical reliability and generalizability
of the results.

System design The experiment design may have been problematic. For in-
stance, if the selected dialogue systems were not sufficiently different, or if the
chosen evaluation metrics were not suitable, this could impact the findings. Re-
evaluating the chosen evaluation metrics and increasing their number could help
detect significant differences more effectively. Furthermore, during the night ses-
sion, initiating the conversation with a general question such as ”Did you have
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Fig. 5. Examples of dialogue in user study.

a good day today?” without specific content in the response may lead to a con-
sistent dialogue with the morning session, which could be a factor contributing
to non-significant results depending on the content of the conversation.

Environment This study was conducted in a relatively small and restricted
setting, and the results should be interpreted in the context of the experimental
setting. More longitudinal studies are needed to increase the generalizability of
these results. Further experiments conducted in real world environments and
long-term memory with dialogue sessions conducted in the actual morning and
evening hours would yield better results and more significant findings and con-
sider them as future challenges for this study.

5 Conclusion

In this study, we developed a prototype dialogue management framework that
enables sharing dialogue history across multiple interfaces, such as virtual agents
and chatbots. The results of our evaluation demonstrated that sharing conversa-
tion history across multiple devices led to continuous and natural conversation
and could improve the system’s consistency. This study provides a new approach
to improving the quality of long-term conversations between users and dialogue
systems by managing dialogue history. However, due to the small sample size
and limitations of the experimental design, statistically significant results were
not obtained, and limitations were identified. In future works, we will conduct
long-term interaction experiments in real-world environments and utilize more
diverse interfaces, such as smart speakers and avatars in virtual reality environ-
ments, to identify future challenges and research possibilities in this field.
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