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ABSTRACT
Clustering people by their life patterns is valuable in government
and business fields. Existing studies often rely on semantic data
such as Point of Interest or stay purpose. However, they have the
problem that obtaining large datasets is difficult due to the need for
annotation work. Some studies try to use only location data. How-
ever, they do not reveal the semantics of the area where visitors
stay because they only label visited areas by significance according
to duration and frequency of stay. In this paper, we propose a frame-
work, LPSeL, for clustering people’s Life Patterns at a Semantic
Level using only raw GPS location data. LPSeL is based on the idea
that analyzing human mobility first requires understanding urban
space. Therefore, it begins with area modeling, which models areas
in a city based on people’s activities. Then, treating human mobility
as a sequence of area representations makes it possible to model
individuals by semantic-level characteristics of their life patterns.
We showed that LPSeL is capable of estimating people’s attributes
from their life patterns using a real-world dataset consisting of GPS
data collected from tens of thousands of smartphone users.
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1 INTRODUCTION
Understanding people’s life patterns should lead to estimating per-
sonal attributes and preferences. If this becomes possible with the
large location dataset collected daily from smartphones, it will lead
to a detailed analysis of human flow dynamics on an urban scale.

Existing studies on human life patterns often use datasets with
semantics such as Points of Interest (POI) or stay purpose [2, 7, 9].
Semantic data is easier to interpret than GPS location data, making
it useful for a deeper understanding of human behavior. However,
the need to annotate mobility data makes it challenging to obtain
large datasets. There are, of course, studies that use location data
alone to mine life patterns [1, 3, 8]. However, they only label areas
by significance according to the duration and frequency of their stay,
ignoring what kind of place the areas are. This makes it impossible
to distinguish, for example, between people who work in a store
and an office. Therefore, analyzing human mobility at the semantic
level in a dataset containing many users, such as GPS location data,
is a valuable research topic that can reflect people’s more detailed
characteristics in urban analysis.

This paper proposes LPSeL, a framework for modeling and clus-
tering people by semantic life pattern characteristics using only
GPS location data. LPSeL consists of three modules: "area modeling"
to model each area of a city, "behavioral modeling" to model the
mobility behavior of people living in the city, and "human model-
ing" to model individuals in terms of their behavioral schedules.
The key point of LPSeL is the series of processing steps from area
modeling to behavior modeling and from behavior modeling to hu-
man modeling, which enables interpretation at the semantic level
of who has what kind of life patterns. We evaluate the effectiveness
of LPSeL by estimating people’s attributes using real-world GPS
location data collected from tens of thousands of smartphone users
and by demonstrating the certainty of the estimation results.

2 PRELIMINARIES
Location Data. Our location data is GPS positioning data collected
from apps installed in users’ smartphones with prior consent. A
point of location (p) is represented as 𝑝 = (𝑙𝑎𝑡, 𝑙𝑜𝑛, 𝑡, 𝑎𝑐𝑐), where lat,
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Figure 1: Overview of LPSeL.

Table 1: Stay information used in area modeling.

Day of Week Weekday, Weekend (including holidays)
Arrival Time 0:00-1:59, 2:00-3:59, . . . , 20:00-21:59, 22:00-23:59
Stay Time -29, 30-59, 60-119, 120-239, 240-359, 360-719, 720-

1079, 1080-1439, 1440- (unit:min)

lon, t, and acc denote latitude, longitude, timestamp, and positioning
accuracy, respectively.
Area2Vec and UAS. Area2Vec (Area to Vector) [5] is a represen-
tation learning model for modeling areas based on people’s stay
information (Section 3.1), and UAS (Usage of Area with Stay infor-
mation) refers to the vector representation of an area generated by
Area2Vec. An area refers to each grid of meshed a city, which in
this paper is 50m square. Area2Vec makes it possible to represent
human mobility described in geocoordinates as a UAS sequence.
Behav2Vec and PSU . Behav2Vec (Behavior to Vector) is a represen-
tation learning model for modeling UAS sequences on a daily basis
(Section 3.2), and PSU (Pattern of Sequence with UAS) is a vector
representation of a UAS sequence generated by Behav2Vec. Vector
operations of PSUs create human representation vectors according
to life pattern characteristics (Section 3.3).
Overview of LPSeL. Our goal is to model individuals according to
their life patterns at the semantic level, i.e., what characteristics of
places they stayed, from location data alone, without semantic data
such as POIs. The overview of the LPSeL framework that makes it
possible is shown in Figure 1. LPSeL starts with estimating people’s
stay information. Then, using the stay information, we create a
UAS of each area that reflects its usage characteristics by Area2Vec.
Once UASs have been created, human mobility can be represented
by them. The next step is to create a PSU of each UAS sequence that
reflects the sequence pattern characteristics by Behav2Vec. Finally,
individuals are modeled in terms of their life patterns through the
vector operations of PSUs. Applying clustering and visualization
allows life patterns to be interpreted at the semantic level.

3 LPSEL
3.1 Area Modeling
Area2Vec is inspired by Word2Vec [4] and consists of input, hidden,
and output layers. Area2Vec converts an area into a representation
vector, UAS, embedded with "usage" revealed from people’s stay
information. The training data is a pair of area and stay information,
and given an area a, learning proceeds to predict the stay infor-
mation s. The conditional probability model is defined as follows:
𝑃 (𝑠 |𝑎) = exp(v𝑠 ·u𝑎 )∑

𝑠′∈𝑆 exp(v𝑠′ ·u𝑎 ) , where v𝑠 is the weight vector of stay

information s in output layer, u𝑎 is the vector of area s, and 𝑆 is the
combination of all stay information. We used the stay information
shown in Table 1; therefore, |𝑆 | = 2 × 10 × 12 = 240. As for loss
function, it takes the negative log-likelihood in 𝑃 (𝑠 |𝑎) and is de-
fined as follows: 𝐿 = − 1

|𝐷 |
∑

(𝑎,𝑠 ) ∈𝐷 log 𝑃 (𝑠 |𝑎), where 𝐷 is the set
of training data. In training, the parameters of the entire model are
adjusted to minimize 𝐿. Finally, each row of weights between the
input and hidden layers is treated as a UAS for each area.

3.2 Behavior Modeling
Behav2Vec is an LSTM Autoencoder that converts a UAS sequence
into a representation vector, PSU, embedded with mobility pattern
characteristics. First, the encoder is given a UAS sequence, e.g.,
{𝑈𝐴𝑆101 ,𝑈𝐴𝑆542 , ...,𝑈𝐴𝑆22

𝑇
}, where 𝑈𝐴𝑆𝑖𝑡 means that the area ID at

time t is i, and 𝑇 = 48 because a daily mobility is divided into
30-minute segments. Then, the hidden state ℎ𝑡 and cell state 𝑐𝑡
at time 𝑡 are updated by 𝑈𝐴𝑆𝑡 and ℎ𝑡−1, 𝑐𝑡−1 as follows: ℎ𝑡 , 𝑐𝑡 =

𝑓𝐿𝑆𝑇𝑀 (ℎ𝑡−1, 𝑐𝑡−1,𝑈𝐴𝑆𝑡 ). The output ℎ𝑇 after the last𝑈𝐴𝑆𝑇 is pro-
cessed becomes a PSU for the entire input sequence.

The decoder’s goal is to reconstruct the input sequence from
the PSU of the input sequence. Initially, the hidden and cell states
are initialized as follows: ℎ𝑑𝑒𝑐1 = ℎ𝑇 and 𝑐𝑑𝑒𝑐1 = 0. The hidden state
ℎ𝑑𝑒𝑐𝑡 and cell state 𝑐𝑑𝑒𝑐𝑡 at time 𝑡 are updated by ℎ𝑑𝑒𝑐

𝑡−1, 𝑐
𝑑𝑒𝑐
𝑡−1 and zero

vector [6] as follows: ℎ𝑑𝑒𝑐𝑡 , 𝑐𝑑𝑒𝑐𝑡 = 𝑓𝐿𝑆𝑇𝑀 (ℎ𝑑𝑒𝑐
𝑡−1, 𝑐

𝑑𝑒𝑐
𝑡−1, 0). And ℎ𝑑𝑒𝑐𝑡

is fed to a linear layer to generate ˆ𝑈𝐴𝑆𝑡 which is a reconstructed
𝑈𝐴𝑆𝑡 . The loss function is defined to minimize the error between
the input sequence and the reconstructed sequence, using the mean
squared error as follows: 𝐿 = 1

𝑇

∑𝑇
𝑡=1 ∥UAS𝑡 − ˆUAS𝑡 ∥2. The encoder

and decoder parameters are adjusted to minimize the loss function
𝐿 in training. After training, only the encoder is used, and when
the encoder is fed a UAS sequence, its PSU is generated.

3.3 Human Modeling
Individuals are modeled using PSU based on their life patterns
in human modeling. We create each individual’s representation
vector from behavioral characteristics on weekday and weekend
(including holidays) as follows:

v𝑢 = 𝑐𝑜𝑛𝑐𝑎𝑡 (𝑃𝑆𝑈𝑢,𝑊𝑒𝑒𝑘𝑑𝑎𝑦, 𝑃𝑆𝑈𝑢,𝑊𝑒𝑒𝑘𝑒𝑛𝑑 )

= 𝑐𝑜𝑛𝑐𝑎𝑡 ( 1
|𝑀 |

∑︁
𝑚∈𝑀

𝑃𝑆𝑈𝑢,𝑚,
1
|𝑁 |

∑︁
𝑛∈𝑁

𝑃𝑆𝑈𝑢,𝑛)

𝑃𝑆𝑈𝑢,𝑥 denotes the PSU corresponding to the behavior 𝑥 taken by
human 𝑢. 𝑀 and 𝑁 denote the set of behaviors generated by hu-
man 𝑢 on weekdays and weekends, respectively. That is, the vector
formed by concatenating the averages of PSUs for eachweekday and
weekend of a human𝑢 is the representation vector of that person. It
should be noted that this is just one example. Human vectors can be
constructed flexibly by utilizing PSUs. For example, by concatenat-
ing the PSUs corresponding to each day of the week from Monday
to Sunday, i.e., v𝑢 = 𝑐𝑜𝑛𝑐𝑎𝑡 (𝑃𝑆𝑈𝑢,𝑀𝑜𝑛., 𝑃𝑆𝑈𝑢,𝑇𝑢𝑒., ..., 𝑃𝑆𝑈𝑢,𝑆𝑢𝑛.),
you can model individuals on a weekly basis.

4 EXPERIMENT
In this paper, Nagoya City, Aichi Prefecture, Japan, is the experi-
ment’s target. Nagoya is one of the three largest metropolitan cities



Unveiling Human Attributes through Life Pattern Clustering using GPS Data Only SIGSPATIAL ’24, October 29-November 1, 2024, Atlanta, GA, USA

Figure 2: Graphing of UAS clustering result.

in Japan. With its diverse urban functions such as residential, office,
downtown, and transportation areas, Nagoya stands out as a prime
city for human mobility research. The dataset used in the experi-
ment is GPS data provided by Blogwatcher Inc.1 The location data
was collected from apps installed on users’ smartphones with prior
consent. We used the data from April and May of 2019 in Nagoya.

4.1 Interpreting Areas Semantically
In LPSeL, it is first necessary to understand characteristics embed-
ded in UASs to analyze human life patterns at the semantic level.
Therefore, the first step is to interpret UASs. Figure 2 shows the
result of clustering all UASs in Nagoya into four clusters. These
stacked bar graphs represent the number of people by their length
of stay inside the areas included in each cluster. The color of each
layer represents the length of stay time. The left is for weekdays,
and the right is for weekends, including holidays. The number of
areas in each cluster is written in parentheses under the cluster
number. The horizontal axis shows the time, and the bin width is 30
minutes. The vertical axis represents the number of people. By look-
ing at this graph, we can interpret each area’s characteristics. The
interpretations of Cluster #1 to #4 and the reasons are as follows.
#1 : "Office areas" • Long-term stays from about 8:00. • Lownumber
of people at night and on weekends.
#2 : "Residential areas" • Long-term stays from night to morning
on both weekdays and weekends. • Decrease people during the
daytime, probably due to people going to work.
#3 : "Traffic areas" •A large proportion of short-term stays. • Short-
-term stays occur during commuting between 7:00 and 18:00.
#4 : "Commercial areas" •More people on weekends than week-
days. • A large percentage of short- and medium-term stays during
the daytime. • Increase people at lunch and dinner on weekdays.

1https://www.blogwatcher.co.jp/

It is important to note that the number of clusters depends on
the detail required for the analysis. As the number of clusters is
increased, you perform more detailed urban analysis.

4.2 Mining Representative Life Patterns
We cluster the human modeling results for 59,179 people and inter-
pret their semantics by visualizing the life pattern characteristics.
We picked up a few clusters with representative life pattern char-
acteristics, shown in Figure 3a. This figure shows the probability
distribution of which areas people stayed in at which times of the
day. The left and right sides represent weekdays and weekends,
respectively. The horizontal axis represents time, where the bins
are 30 minutes. The vertical axis represents the percentage. The
colors correspond to the area modeling results shown in Figure 2.

It can be observed that a high percentage of people in #1 spent
time in the office area during the day and in the residential area
from nighttime to morning on weekdays. On weekends, they spent
most of their time in residential areas. Accordingly, we can estimate
that the people in #1 are "office workers." The people in #2 can be
estimated to be "office workers," as those in #1, but they spent much
of their time in commercial areas on weekends. This means that
they are "outdoor people on weekends" in addition to being "office
workers." From #3, it can be seen that they spent a high percentage
of their time in the residential area from night to morning on both
weekdays and weekends, and a high percentage of their time is
spent in the commercial area roughly from 9:00 to 21:00. We can
estimate that they are "staff working in stores and entertainment
facilities." People in #4 are more likely than those in #3 to stay in
the commercial area during the late evening and even into the early
morning. This means we can estimate that these people are "staff
at restaurants or bars" open later than the stores where the people
in #3 work. Thus, even when the same attribute labels are assigned,
more detailed personas emerge by looking at life patterns by LPSeL.

4.3 Verifying Attribute Estimation Result
We prove the validity of the estimated attributes by looking at their
mobility in real space. Figure 3b shows the population distribution
of office workers, homemakers, and store staff at 7:30-8:00, 14:00-
14:30, and 20:00-20:30 on weekdays. The grid is 100m square. Note
that grids with less than five unique individuals are not displayed.

First, we look at 7:30-8:00. Regarding office workers, it can be
observed that many areas had large populations. The areas with
large populations were arranged at regular intervals because of the
presence of subway stations. Office district had a large population
as well. In contrast, homemakers and store staff had few populated
areas. This period is commuting time, consistent with our intuition
that office workers gather at the station. Meanwhile, since the hours
are early for homemakers and store staff, it is natural that there are
few places for them to gather in large numbers.

Next, we look at 14:00-14:30. Office workers were mainly con-
centrated in office areas. On the other hand, we observed scattered
areas with large populations of homemakers, most of which are
identified as general merchandise stores (GMS). As for the staff, it
can be observed that the same areas as the homemakers were heav-
ily populated. During this period, office workers generally work
in their offices, homemakers go shopping or work at home, and
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(a) Representative life patterns. (b) Population distribution of office workers, homemakers, and shop staff.

Figure 3: Clustering and attribute estimation based on life patterns.

staff work in the stores. Namely, the population distribution of each
attribute during this period is consistent with our intuition. Also,
we confirmed that store staff did not gather in the office district
surrounded by the dotted line in the figure. This is a clear result
because store staff work in different locations than office workers,
indicating that their life patterns are appropriately differentiated.

Finally, we look at 20:00-20:30. Many office workers were still in
the office district and along the subway line as in the morning. For
homemakers, they had few areas with large numbers of people. As
for store staff, they gathered in commercial areas and around large
stations. We assumed that most office workers and homemakers
went home and that few areas were where people gathered. The
results for homemakers matched this assumption. However, it is
worth noting that many office workers remained in the city, par-
ticularly at large stations. This could be due to their dedication to
working overtime or socializing on Fridays. As for store staff, since
restaurants and bars are still open, we expected that people would
gather in commercial areas and at train stations, and indeed, we
could confirm this situation, a result that fits our intuition.

The above results show that the LPSeL helps estimate people’s
attributes since the population distribution in the city for each of
the estimated attributes is explainable and consistent.

5 CONCLUSION AND FUTUREWORK
In this paper, we propose a new framework, LPSeL, which enables
the estimation of people’s attributes by modeling and clustering
people based on their semantic-level life patterns using only raw
GPS location data. We showed that LPSeL is effective in estimating
individuals’ attributes using a real-world dataset consisting of GPS
data collected from tens of thousands of smartphone users. Future
work includes making LPSeL robust to missing data, allowing travel

time to be reflected in modeling results as a characteristic, and
additional evaluation of LPSeL using multiple datasets.
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