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Figure 1: Demonstration of MetaPo’s spherical display system in action. The image shows participants interacting with the
spherical display, which projects a 3D character. This system allows users to experience an immersive and interactive virtual
environment, enhancing remote communication and collaboration.

Abstract
In recent years, advancements in telepresence technology have
made remote communication and collaboration easier. MetaPo is a
system that uses spherical displays to seamlessly integrate physical
and digital interactions. However, conventional inverse panorama
techniques face challenges such as image seams, coverage issues,
and overlapping displays. To address these challenges, this study
proposes an inverse panorama technique based on coordinate trans-
formation, enhancing visual continuity and user experience. Ad-
ditionally, evaluation methods necessary to demonstrate the effec-
tiveness of the proposed method in improving the quality of remote
communication have been devised. This research provides a novel
solution to challenges in spherical display technology and paves
the way for more immersive telepresence experiences.
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1 Problem Statement
Telepresence technologies are rapidly advancing to enhance remote
communication. Notable examples include Cisco’s TelePresence
system[1] and Microsoft Teams Rooms[8], which enable partici-
pants in disparate locations to conduct meetings as if co-located.
Furthermore, VR and AR technologies such as Meta’s Quest and
Microsoft’s HoloLens provide new platforms for interaction and
remote collaboration in virtual environments[5, 9].
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This research aims to achieve seamless communication across
both physical and virtual spaces, with a particular emphasis on
addressing the asymmetries that arise between these environments.
In physical spaces, participants share the same environment and
receive natural visual, auditory, and tactile feedback, enabling in-
tuitive communication. Conversely, in virtual spaces, participants
are separated by distance, often resulting in limited feedback, thus
affecting the quality of communication.

These asymmetries are particularly evident when gestures and
eye movements made by participants in the physical space are
not accurately conveyed to those in the virtual space, or when the
viewpoints of virtual participants do not align with the physical
context. Such discrepancies can impede mutual understanding and
collaboration.

To address these challenges, Yonezawa et al. developed theMetaPo
group telepresence robot, which is equippedwith a spherical display[11,
12, 14]. This system utilizes two connection modes, Mixed Link and
Immersive Link, to facilitate seamless interaction between physical
and digital realms(Figure 2). In Mixed Link mode, users interact
with a central 360-degree camera, and the panoramic video displays
on a remote spherical display. This setup provides a broader field
of view than traditional video calls, enabling more comprehensive
and natural interactions with remote participants.

In Immersive Link mode, users virtually enter a dome-shaped
space (portal) within MetaPo, offering a more immersive experience.
This method is analogous to single-user VR telepresence but pro-
vides a group telepresence experience with panoramic and mobility
features. In this mode, as users within the portal interact while
viewing external video, inverse panorama projection techniques
are required to project the portal space onto the spherical display.
Previous studies have documented the use of spherical displays
in exhibition and entertainment contexts[10, 13]. However, these
technologies are rarely employed in the context of communication,
resulting in limited literature on inverse panorama techniques.

Our previous research involved positioning multiple cameras
and stitching the images together, but this method presents several
challenges:

• Image Seams: When stitching images from multiple cam-
eras, noticeable seams can occur, especially with moving
objects or complex backgrounds, disrupting visual continu-
ity.

• Increased Computational Cost: The image stitching pro-
cess requires advanced computational processing, making
real-time performance difficult and potentially causing sys-
tem delays.

• Coverage and Overlapping Display Issues: Depending
on the number and arrangement of cameras, certain areas
within the portal may not be fully covered, or the same
user or object may be captured multiple times from different
angles, leading to visual inconsistencies and confusion.

We propose an inverse panorama technique using coordinate
transformation to address these challenges. This method aims to en-
hance visual continuity and user experience in MetaPo’s Immersive
Link.

Figure 2: Illustration of Mixed Link and Immersive Link
modes in MetaPo’s spherical display system. The left side
shows the Mixed Link mode, where remote participants ap-
pear as if they are in the same space. The right side shows
the Immersive Link mode, where users enter a virtual dome-
shaped space for an immersive communication experience.

2 Related Work
2.1 Spherical Displays
Spherical displays significantly enhance communication and in-
teraction by providing 360-degree content, surpassing traditional
flat displays through immersive experiences. Williamson et al. [13]
deployed the spherical display application "GlobalFestival" at an
international music festival over four days, evaluating two types of
touch interaction techniques. Englmeier et al. [2] proposed a novel
method using a physical sphere as a tactile proxy for manipulating
virtual objects in an AR environment.

Li et al. [7] proposed OmniGlobeVR, a 360-degree communi-
cation system using a spherical display to enable virtual reality
interactions. This system allows users to manipulate 360-degree
video content within a shared virtual environment, enhancing the
sense of presence and collaboration among participants. However,
their study also highlighted the challenges of maintaining visual
continuity and synchronization among multiple users.

Overall, while spherical displays offer promising opportunities
for enhancing communication and interaction, further research
is needed to address the challenges associated with applications
focused on collaboration and communication.

2.2 Inverse Panorama Technology
Inverse panorama technology is essential for providing a seamless
360-degree visual experience. This technology typically integrates
multiple camera feeds into a single continuous panorama, offering
users a consistent and immersive visual environment. Gross et al. [3]
developed a system that acquires real-time 3D video from multiple
cameras, creating photorealistic 3D inlays of users. This method
demonstrates the feasibility of high-quality 3D video capture but
highlights the significant complexity involved in reconstructing
entire spatial environments.

The proposed method transforms Cartesian coordinates into
polar coordinates, allowing seamless projection of single-camera
content onto spherical displays. This approach addresses several
inherent challenges in traditional multi-camera setups, such as
image seams, computational cost, and visual consistency.
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3 Methodology
In this study, we propose a inverse panorama technique using
coordinate transformation to enhance visual continuity and user
experience in MetaPo’s Immersive Link.

3.1 Challenges of Inverse Panorama Technique
The inverse panorama technique aims to project virtual environ-
ments onto a spherical display. However, integrating images from
multiple cameras requires complex processing, which can result in
seams and misalignments within the images. Additionally, depend-
ing on the number and placement of cameras, some areas within
the portal may not be fully covered. Multiple cameras capturing the
same user or object from different angles can lead to visual inconsis-
tencies and confusion when the same subject is displayed multiple
times (Figure 3a). These limitations pose significant barriers to
achieving an immersive and interactive communication paradigm,
thereby limiting the overall effectiveness of the technology and
user engagement.

3.2 Proposed Inverse Panorama Technique
The inverse panorama method proposed in this study innovates
spatial representation by transforming portal coordinates from
Cartesian coordinates (x, y) to polar coordinates (r, 𝜃 ). This tech-
nique enables the capture of transformed images using a single
camera (Figure 3b). In this method, objects are positioned based
on their angle and distance relative to the center of the spherical
display, integrating omnidirectional views into a single image.

Specifically, the coordinate transformation is performed using
the following equations:

𝑟 =

√︃
𝑥2 + 𝑦2

𝜃 = arctan
(𝑦
𝑥

)
Adopting this polar coordinate framework allows for more natu-

ral projection of images onto the curved surface of the spherical
display, which is challenging to achieve with the traditional Carte-
sian coordinate system. This enables harmonious integration of
scenes from various perspectives, maintaining visual consistency
even during viewpoint changes on the spherical display.

3.3 System Configuration
The overall configuration of the proposed system is as follows:

(1) Portal: A dome-shaped virtual space within MetaPo.
(2) Transformation Space: The space after transforming the

coordinates within the portal to polar coordinates.
(3) Camera: An orthographic camera is placed to capture the

transformed space.

This system configuration allows the proposed inverse panorama
technique to improve visual continuity and user experience, realiz-
ing an immersive remote communication in MetaPo’s Immersive
Link.

4 Evaluation
To verify the effectiveness of the proposed inverse panorama tech-
nique using coordinate transformation, both quantitative and qual-
itative evaluations are essential. These evaluations will compare
the proposed method with conventional multi-camera stitching
methods (using 3 and 6 cameras), focusing on computational cost,
completeness of field of view, and the quality of communication.

To objectively measure the improvements brought by the pro-
posed method in terms of computational cost, the stitching costs
associated with multiple cameras will be compared to the cost of
coordinate transformation in the proposed method. Metrics such
as average processing time, maximum processing time, CPU us-
age, GPU usage, and memory usage will be included. Regarding
the completeness of the field of view, the coverage differences pro-
vided by different virtual camera arrangements will be evaluated.
This includes comparing the proposed method with conventional
methods using 3 and 6 cameras. Evaluation metrics will include
the calculation of the coverage rate, which is the proportion of the
portal fully covered, and the detection of blind spots by measuring
the number and area of blind spots in the images for each method.
The number of blind spots, average blind spot area, and maximum
blind spot area will also be considered.

To assess user experience and the quality of communication,
user feedback will be gathered through surveys and interviews. To
evaluate user immersion, presence, ease of communication, and
cognitive load, the ITC-Sense of Presence Inventory (ITC-SOPI) [6]
and NASA-TLX [4] will be used. Interviews will focus on gaining
deeper insights into users’ experiences and preferences, with a
focus on visual continuity, perceived seams or artifacts, and the
impact on communication.

These evaluations are crucial to confirm the practicality and
superiority of the proposed method. By clarifying the extent to
which the proposed method resolves the issues of conventional
methods in terms of computational cost, completeness of field of
view, and the quality of communication, we can demonstrate the
effectiveness of the proposed method and establish a foundation
for further development.

The ultimate goal of this study is to significantly enhance visual
continuity and user experience inMetaPo’s Immersive Link, thereby
improving the quality of remote communication. Based on the
evaluation results, it is expected to confirm the practicality of the
proposedmethod and offer a new approach to improving the quality
of remote communication.

5 Contribution
This study aims to enhance visual continuity and user experience
in MetaPo’s Immersive Link by developing an inverse panorama
technique using coordinate transformation, ultimately improving
the quality of remote communication.

Firstly, an inverse panorama technique that leverages the trans-
formation from Cartesian coordinates to polar coordinates is pro-
posed. This technique enables seamless 360-degree image genera-
tion with a single camera, effectively addressing the issues of seams
and misalignments commonly found in conventional multi-camera
stitching methods.
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Figure 3: Illustration of the implementation of the inverse panorama technique. The left part of the figure shows multiple
cameras (1, 2, 3) positioned to capture images from different viewpoints. The conventional multi-camera stitching method
integrates these camera feeds, which can lead to breaks and geometric inconsistencies. The right part of the figure demonstrates
the proposed inverse panorama technique, where Cartesian coordinates are transformed into polar coordinates, resulting in a
seamless and consistent panoramic image.

Secondly, a comparative evaluation between the proposedmethod
and traditional multi-camera stitching techniques is conducted. This
evaluation elucidates the respective advantages and disadvantages,
serving as a reference for future research and providing guidelines
for other researchers developing new methodologies.

Finally, the impact of the inverse panorama technique on user
experience is investigated through user surveys and quantitative
evaluations. These insights are invaluable for designing more effec-
tive telepresence systems, offering a comprehensive understanding
of how the proposed technique influences user perception and
interaction.
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